KNN FOR CLASSIFICATION OF FRUIT TYPES BASED ON FRUIT FEATURES

Moh. Afis Azman¹, Nur Nafi‘iyah²
¹mahasiswa Teknik Informatika, Universitas Islam Lamongan
²dosen Teknik Informatika, Universitas Islam Lamongan
Jalan Veteran 53A Lamongan
e-mail: afiszmn@gmail.com¹, mynaff@unisla.ac.id²

ABSTRACT

Research related to the recognition of fruit types has been done previously. Research related to the recognition of many types of fruit applies computer vision and artificial intelligence. The purpose of this research is to apply artificial intelligence science with the KNN method to identify the type of fruit. The KNN method has a good performance in previous studies. We tried to use KNN by determining the most optimal K value. There are five types of fruit images used in this study, namely Apples, Grapes, Oranges, Mangoes, and Strawberries. The fruit image is extracted with color, texture, and shape features with a total of 15 features, namely the average value of R, the average value of G, the average value of B, the value of skewness R, the value of skewness G, the value of skewness B, the value of grayscale entropy, grayscale contrast value, grayscale energy value, grayscale correlation value, grayscale homogeneity value, binary area value, binary circumference value, binary major axis value, and binary minor axis value. The dataset used in this study was taken from Kaggle, with a dataset of 2750 images, each type of fruit contained 550 images, 2500 training images were used and 250 images were used for testing. The experimental results show that the KNN method with K=1 has the highest accuracy, which is 99.6%. The KNN method can be used optimally in classifying fruit types based on color, texture, and shape features.
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I. INTRODUCTION

Classification or automatic introduction of fruit in sales stores or supermarkets needs to be researched. The development of vision technology based on intelligence can make it easier to recognize the type of fruit-based on imagery. Ordinary people not yet aware of many types of fruit can utilize computer vision technology to recognize fruit. We can simply photograph the fruit in a sales store or supermarket, and the application will recognize the fruit. The field of research is constantly being developed to produce the most appropriate and correct introduction of the fruit. So that several methods continue to be tried to be applied to the vision computer to recognize the fruit with the correct accuracy. One of the studies introduced the type of mango fruit by applying the Perceptron Multilayer algorithm. Research results [1] used the Neural Network method to recognize the type of mango fruit with an accuracy of approximately 95%. Another method used for the introduction of fruit ripeness is KNN. KNN also has good accuracy results to recognize the maturity of mangoes, which is approximately 80% [2]. However, the KNN method is also not good in determining the type of ripeness of Manalagi mango fruit, which is only approximately 62% [3]. This is because the image data used is too little, so it does not represent the diversity of fruit maturity, and too low the relationship between image features and fruit maturity. Several previous studies have used the KNN method for classification or recognition, including the introduction of leaf patterns or leaf types based on image features, namely GLCM features, canny edge detection features are very good results 98% [4]; The KNN method is also used to recognize egg quality based on GLCM egg image features and the result is good, which is 82% [5]; Based on previous research KNN is also used to identify the quality or quality of guava based on GLCM image features, but the results of the KNN method are very low only have an accuracy of approximately 45% [6].

Research related to artificial intelligence computer vision used for agriculture, especially fruit among others; Classification of fruit maturity starts from mango fruit, identifies the type of quality of guava fruit, and is also used to identify the ripeness of strawberries [7]. Based on previous research that identifying the type of fruit or fruit maturity has been done a lot, either using the KNN method or others. However, we would like to propose a KNN method to identify the type of fruit with five types apples, grapes, oranges, mangoes, and strawberries. This study will identify types of fruit with five kinds of fruits to be recognized by the KNN method, because previous studies of KNN have fairly high accuracy, and determine the optimal K value.

II. LITERATURE REVIEW

Computer-related research on vision-related to artificial intelligence in agriculture has been extensive, including
classifying fruit types [1][8][9][10][11], identifying fruit maturity [2-3][7][12][13], recognizing leaf types [4], identifying fruit quality [6][14][15]. Classification of fruit types that have been studied related to the types of mangoes, oranges, apples, and Rambutan. In some previous studies, the process of classifying fruit types is only one type, for example, the type citrus fruit, the type of apple, the type of mango, and other types of fruit. While this study will classify the types of fruit with a variety of fruits as many as five, namely: apples, grapes, oranges, mangoes and strawberries.

The methods used for the identification of fruit types in previous studies have used KNN. The KNN method also has a high accuracy value, averaging 80%. How the KNN method works will classify test data based on the calculation of the distance to training data. Equation 1 calculates the value of the closest distance based on K or neighbour.

\[ d_{(x,y)} = \sqrt{\sum_{i=1}^{n}(x - y_i)^2} \]  

Equation 1, x is test data, while y is training data, this calculation process is based on the number of variables, so there is a sigma symbol to sum each distance of the test data variable with the training data.

The variables used are fifteen, including average values R, G, B, skewness values R, G, B, grayscale entropy values of imagery, GLCM values (Contrast, Energy, Correlation, Homogeneity), fruit area values, fruit circumference, major axis, minor axis. How to get the value of each variable by calculating each image intensity on pixels. Equation 2 how to calculate the average value.

\[ \bar{x} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} x_{ij}}{i \times j} \]  

Explanation of Equation 2; Each red, green, blue component is searched for its average value, in the way x is the intensity value of each pixel component is summed, then divided by the number of rows x columns, i is the size of the image row, and j is the size of the image column.

Each variable of the KNN classification process is taking the feature value of each pixel intensity of the image. The size of the image used is not the same, so each area and circumference of the fruit image is diverse. Equation 3 how to get skewness variables R, G, B from the image.

\[ sk = \frac{(\bar{x} - \text{median})^3}{\sigma^3} \]  

Equation 3, is the average value of the pixel intensity of the image of each image component (\( \bar{x} \) Red, Green, Blue), the standard deviation value \( \sigma \).

III. RESEARCH METHODOLOGY

A. Dataset

The datasets used in the study were taken from the Kaggle dataset. The total data used are described in Table 1. Each type of fruit (apples, grapes, oranges, mangoes, and strawberries) has 550 imagery. The data of 550 images of each type of fruit is divided into training data of 500 images, and 50 imagery for testing. The total data is 2750 images.

<table>
<thead>
<tr>
<th>Fruit Type</th>
<th>Training</th>
<th>Testing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>500</td>
<td>50</td>
<td>550</td>
</tr>
<tr>
<td>Wine</td>
<td>500</td>
<td>50</td>
<td>550</td>
</tr>
<tr>
<td>Orange</td>
<td>500</td>
<td>50</td>
<td>550</td>
</tr>
<tr>
<td>Mango</td>
<td>500</td>
<td>50</td>
<td>550</td>
</tr>
<tr>
<td>Strawberry</td>
<td>500</td>
<td>50</td>
<td>550</td>
</tr>
<tr>
<td>Total</td>
<td>2500</td>
<td>250</td>
<td>2750</td>
</tr>
</tbody>
</table>

B. Proposed Methods

The methods used in this study consist of feature extraction methods, and methods of classification or identification of fruit types. The feature extraction method will take features or parameters from the image ranging from the average value feature R, G, B (Red, Green, Blue), skewness value R, G, B, grayscale image entropy value, GLCM value (Contrast, Energy, Correlation, Homogeneity), fruit area or area value, fruit circumference or perimeter value, major axis, and minor axis. There are 15 variables or columns defined in the dataset in Table 2. Each type of fruit is taken to produce a dataset such as Table 2. Table 2 Explanation, x1 = average value R, x2=average value G, x3= average value B, x4 = skewness value R, x5 = skewness value G, x6 = skewness value B, x7 = grayish image entropy value, x8 = grayish image contrast value, x9 = grayish image energy value, x10 = grayish image correlation value, x11 = grayish image homogeneity value, x12 = grayish image broad value, x12= broad value of binary image, x13 = the circumference value of the binary image, x14 = the major value of the
image axis, and x15 = the minor axis value of the image, y is the label or fruit class. Each type of fruit is converted into numbers, apples = 1, grapes = 2, oranges = 3, mango = 4, and strawberries = 5.

<table>
<thead>
<tr>
<th>x1</th>
<th>x2</th>
<th>x3</th>
<th>x4</th>
<th>x5</th>
<th>x6</th>
<th>x7</th>
<th>x8</th>
<th>x9</th>
<th>x10</th>
<th>x11</th>
<th>x12</th>
<th>x13</th>
<th>x14</th>
<th>x15</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>210</td>
<td>157</td>
<td>152</td>
<td>-2</td>
<td>-2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>543805</td>
<td>3863</td>
<td>1405</td>
<td>1236</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>129</td>
<td>116</td>
<td>76</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>119</td>
<td>118</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>108941</td>
<td>2792</td>
<td>538</td>
<td>304</td>
<td>1</td>
</tr>
<tr>
<td>94</td>
<td>108</td>
<td>64</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>133</td>
<td>163</td>
<td>133</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>14883</td>
<td>1332</td>
<td>179</td>
<td>151</td>
<td>2</td>
</tr>
<tr>
<td>149</td>
<td>146</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>87609</td>
<td>4813</td>
<td>474</td>
<td>300</td>
<td>2</td>
</tr>
</tbody>
</table>

How to determine the identification of fruit types by the KNN method, by calculating the distance based on Equation 1. As for the feature capture flow as in Figure 1. Imagery is carried out in the process of converting to grayscale and binary to take texture features (grayscale imagery), and shape features (binary imagery). Figure 2 describes the process of classifying and identifying fruit types by the KNN method.

![Figure 1. Flow processing Feature Extraction](image)

Colour image data is performed feature extraction (calculates the average values R, G, B, skewness values R, G, B). The feature is stored in an excel file. Other features are also used as one file so that it can be used as training data. The ready data is then trained, to produce a model from the KNN method. The results of the KNN model are used as a testing process to determine the type of fruit. The process of evaluating the model by calculating the accuracy is in Equation 4.

\[
\text{akurasi} = \frac{\text{jumlah data benar}}{\text{total data tes}} \times 100\%
\] (4)
IV. RESULT AND DISCUSSION

Figure 3 displays a view of determining the type of fruit at a time. Input the colour image and then click the grayscale image process to change the image to grayscale, after which click the binary image process to change the image to a binary shape. Next click the feature extraction process to get the values of the colour, texture and shape features, and then click the classification process to determine the image class of the fruit.

Figure 4 displays a view of determining the overall type of fruit from the test data. Inside there is a menu for load data training and load data testing. How to display the value of the imagery feature extract, texture and shape click the feature extraction process. And there is a classification menu to display the results of the classification.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>ACCURACY RESULTS BASED ON K</th>
</tr>
</thead>
<tbody>
<tr>
<td>K Value</td>
<td>Accuracy Result</td>
</tr>
<tr>
<td>K1</td>
<td>99,60%</td>
</tr>
<tr>
<td>K2</td>
<td>73,60%</td>
</tr>
<tr>
<td>K3</td>
<td>73,60%</td>
</tr>
<tr>
<td>K4</td>
<td>72%</td>
</tr>
</tbody>
</table>
An example of a fruit image dataset is used in Figure 5.

![Fruit Images](image1.png)

Figure 5. Fruit Data Imagery

Table 3 describes the number values of K neighbor in the KNN method for recognizing the type of fruit. The optimal K is 1 with an accuracy of 99.6%. Data tests of 250 imagery were used to test the KNN method with a value of K between 1 to 10. The results of the trial showed that the KNN method was good at recognizing the type of fruit.

### V. CONCLUSION

The KNN method we use to determine the type of fruit (apples, grapes, oranges, mangoes, and strawberries) can work well. It is proven that KNN accuracy in identifying the type of fruit has the highest accuracy value of 99.6% with K = 1, while we tried K ten times from K = 1 to K = 10. The result is that K=1 has the highest accuracy and K=10 has the lowest accuracy value of 64.4%.
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